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Abstract—Recent work has shown how multi-ported RAMs can be built out of dual-ported RAMs. Such techniques combine two structures: a set of “data banks” to hold the data, and a method for selecting the bank containing the last-written data, often called a live-value table (LVT). Most previous work has focused on the design of the LVT to reduce area and improve performance. In this paper, we instead reduce area by optimizing the design of the “data banks” portion. The optimization is embedded into a memory compiler that solves a set cover problem. When the set cover problem is solved optimally, the data banks use minimum area. Our technique applies to multi-ported RAMs that have a structural pattern we describe as “switched ports”. Switched ports are a generalization of true ports, where a certain number of write ports can be dynamically switched into a possibly different number of read ports using one common read/write control signal. Furthermore, a given application may have multiple sets, each set with a different read/write control. While previous work generates multi-port RAM solutions that contain only true ports, or only simple ports, we contend that using only these two models is too limiting and prevents optimizations from being applied. Experimental results on 10 random instances of multi-port RAMs show 17% BRAM reduction on average compared to the best of other approaches. The compiler and a fully parameterized Verilog implementation is released as an open source library. The library has been extensively tested using Altera’s EDA tools.
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I. INTRODUCTION

Multi-ported memories are the cornerstone of all high-performance CPU designs. They are often used in register files, but also in other shared-memory structures such as caches and coherence tags. Hence, high-bandwidth memories with multiple parallel reading and writing ports are required. In particular, multi-ported RAMs are used by wide superscalar processors [1], VLIW processors [1][2], multi-core processors [3][4], vector processors, and coarse-grain reconfigurable arrays (CGRAs). For example, the second generation of the Itanium processor architecture employs a 20-port register file constructed from SRAM bit cells with 12 read ports and 8 write ports [3]. The key requirement for all of these designs is fast, single-cycle, concurrent access from multiple requesters.

In FPGAs, one way of synthesizing a multi-ported RAM is to build it from registers and logic. However, this is only feasible for very small memories. Another way is to alter the basic SRAM bit cell to provide extra access ports, but this requires a custom design for each unique set of parameters (e.g. number of ports). Since FPGAs must fix their RAM block design for the most common usage case, it is too costly to provide highly specialized RAMs with a large number of ports in a device.

Recently, a few different multi-ported RAM designs for FPGAs have been proposed. All of these techniques use two structures: a set of “data banks” to hold the data itself, and a method for selecting the bank containing the last-written data, often called a live-value table (LVT). Implementation of the LVT varies, from a register-based LVT [5], to an invalidation-based LVT [6] which uses block RAMs only. All of these techniques optimize the LVT itself, but leave the data banks portion untouched.

It is worth noting that, since these approaches focus on the LVT, they all use block RAMs only in simple dual-port mode for the data banks, where one port is dedicated to reads, and the other is dedicated to writes. However, most FPGA block RAMs can operate as true dual ports, where each port can dynamically switch (independently) between read and write. This paper exploits this true dual-port capability to save area in the data banks.

Two recent works take advantage of the true dual-port capability to reduce the number of block RAMs used for the data banks (as opposed to the LVT). The first work designs a multi-port RAM where every port is a true dual-port [7]; it requires half as many block RAMs for data banks as when the original LVT method is used with fixed ports [5]. However, this approach makes every port a true dual port; we show that even fewer block RAMs can be used if multiple ports can be grouped into switched ports. The second work allows simple read and simple write ports as before, but adds the notion of a single “switched port” [8]. While a true port is based on the pairing of a single read and single write port, switched ports are best described as a set of read ports and set of write ports switched under a common read/write control signal. This saves block RAMs by placing some ports into true dual-port mode. However, this second work is limited to implementing just a single switched port.

In this paper, we demonstrate how to build multi-port RAMs that contain any number of switched ports. As well, the multi-port RAM may contain any number of simple read
ports, simple write ports, and any number of true dual ports (each of the latter will be treated as a switched port). Since a true port is a special case of a switched port, we are effectively generalizing the techniques used in [7] and [8]. Under this new model, we show an optimization method that can minimize the use of block RAMs in the data banks. We also note that for any given problem, there may be multiple solutions. Our solution uses a minimum set cover algorithm to map required read/write dependencies into true dual-port block RAMs. In all of our test cases, the set cover problem was solved optimally, leading to the use of minimal block RAMs in the data banks.

This paper constructs novel, generic, modular and parametric switched BRAM-based multi-switched-ports RAMs. Compared to previous simple-port and true-port methods, the proposed technique significantly reduces BRAM consumption. The data banks are optimized to support mixed-port configuration by utilizing true-dual-ported BRAMs. The data bank connectivity is converted into a Data-Flow-Graph (DFG), where vertices represent ports and edges represent data banks, respectively. Each block RAM deployed in the solution will cover one or more DFG edges. An optimal set covering of all the DFG edges results in deploying a minimal number of block RAMs.

Our architecture is fully implemented in Verilog, simulated using Altera’s ModelSim, and compiled using Quartus II. A large variety of different architectures and parameters, bypassing, depth and width are simulated in batch, each with over a million random memory cycles. Stratix V, Altera’s high-end performance-oriented FPGA, is used to implement and compare the proposed approach with previous techniques. A run-in-batch simulation and synthesis flow manager is also provided. The Verilog modules and the flow manager are available online [9][10].

The rest of this paper is organized as follows. In Section II, RAM port classification is provided. BRAM-based RAM multiplexing techniques are reviewed in Section III. The proposed multi-switched-ports synthesis method is described in detail in Section IV. The experimental framework and results, are discussed in Section V. Conclusions are drawn in Section VI.

II. RAM PORT CLASSIFICATION

As described in Fig. 1 (top), RAM ports can be classified into two categories: fixed ports and switched ports.

A fixed port is either a simple read port or a simple write port; the activity of any write is not switched with any other read. Hence, for a set of fixed ports, all writes and reads in the set can be concurrently active.

A true dual port, or simply a true port, is a single port that can perform either read or write under the control of a single read/write line. A true port is often drawn as two distinct data ports (one for read, one for write), but they share address lines in common. It is possible (but uncommon) to do a read at the same time as a write to the same address, but the resulting data are implementation-specific.

A switched port is a collection of read ports and write ports. The number of read and write ports may be different. The read-address lines are usually distinct from the write-address lines. However, the entire set of ports share a single read/write line that controls whether the write ports are active, or the read ports are active. Reads and writes cannot be simultaneously active. Note that a true port is a special case where a switched port consisting of a single read and a single write, and the address lines are shared. A given application may have multiple switched ports, each with an independent read/write line.

Fig. 1 (middle) shows symbols and black box connectivity for these different types of RAM ports. The switched port read/write activity is controlled by a shared R/W control signal. Fig. 1 (bottom) shows the two modes of a switched port. The first is the write mode where R/W = 0, writes are active and reads are inactive. The second is the read mode, where R/W = 1, reads are active and writes are inactive.

III. PREVIOUS WORK

In this section, we review two approaches to reduce the size of the data banks. The first turns all ports into true dual-ports, while the second achieves savings with a single switched port.

A. Multi-Ported RAM with True Dual-ports

Choi et al. [7] introduced a modification to the data banks to build a multi-ported RAM where all ports are true dual ports. A reduction in area is achieved by utilizing the bidirectional functionality of true dual-port BRAMs.

Fig. 2 (left) illustrates a generalization of this method. Each port is a true dual port that either writes to or reads from a set of data banks. Each pair of these ports has one data bank in common. Hence, when a given port is reading, it can access data written by any other bank.

A register-based LVT determines which bank was last written at each address. An example of a 3-port RAM is shown in Fig. 2 (right). Data written from one port must be accessible to all other ports via a shared true dual-port RAM. Hence, a total of $\frac{1}{2} \cdot n_t \cdot (n_t-1)$ data copies are required, where $n_t$ is the number of ports. In contrast, the original LVT approach [5] requires $n_t^2$ data copies.
B. Multi-Ported RAM with a Single Switched Port

The notion of a switched port was introduced in [8], where true dual-ported BRAMs are utilized to construct switched ports. This architecture contains two sets of ports: (1) a set of fixed ports supporting \( n_{R,f} \) simultaneous reads and \( n_{W,f} \) simultaneous writes, and (2) a single switched port with \( n_{R,s} \) reads alternating dynamically in time with \( n_{W,s} \) writes. Thus, the ports on a given multi-ported RAM design instance can be characterized by a set \( \{ (n_{W,f}, n_{R,f}), (n_{W,s}, n_{R,s}) \} \), where the first pair of values are the fixed port quantities and the second pair are the switched port quantities.

The key idea behind the SRAM savings is reconfiguring unused writing ports into reading ports. Fig. 3 describes an example of a switched multi-ported RAM with a fixed port of \( n_{W,f} = 1 \) writes and \( n_{R,f} = 3 \) reads and a switched port of \( n_{W,s} = 2 \) writes and \( n_{R,s} = 3 \) reads. Fig. 3 (left) shows the write mode configuration, while Fig. 3 (right) shows the read mode configuration. In this example, the upper multi-read bank keeps a single write operation, while other banks can sacrifice writing ports to provide additional read ports. Only data banks whose writing ports are unused in read mode are altered, namely \( n_{W,s} \) banks. The writing ports of each of these banks are redirected to serve as reading ports in read mode. The other \( n_{W,f} \) banks that keeps writing ports in read mode must increase the number of reading ports to \( n_{R,f} + n_{R,s} \) to match read port requirements in read mode. Hence, a total of \( n_{W,f} \cdot (n_{R,f} + n_{R,s}) + n_{W,s} \cdot n_{R,f} \) data copies are required.

IV. MULTI-PORTED RAM WITH MULTIPLE SWITCHED PORTS

In this section, we describe how multiple switched ports may arise, and how to design multi-ported RAMs with them.

A. Motivation and Key Idea

Consider the design of a processing element (PE) that has three distinct (non-overlapping) states of operation:

1. Write to shared RAM using 4 write ports
2. Compute value in shared RAM with ALU using 2 read ports, 1 write port
3. Read from shared RAM using 4 read ports

In this example, it is necessary to build a shared RAM structure that has multiple read and write ports. There are several approaches to building such a multi-port RAM, including:

A. 4 fixed read ports and 4 fixed write ports
B. 4 true dual-ports
C. two switched ports, with the first having 1 read or 1 write port (i.e., a true port), and the second having 3 read or 3 write ports
D. 2 fixed read ports, 1 fixed write port, and one switched port containing 2 read or 3 write ports

In addition, there are many other possible “port assignment” solutions, where each port assignment may yield a solution requiring a different number of block RAMs. In this paper, we do not consider the problem of computing an optimal port assignment; that is left for future work. Instead, we must first be able to compute the block RAM requirements for a given port assignment; that is the purpose of this paper.

The example above requires port assignment because there are multiple states. Consider simpler problems, such as those in Fig. 4, where each “user” of the shared memory is under the control of a single read/write line. In such cases, there exists only one possible port assignment with switched ports.

The one valid port assignment is illustrated on the right-hand side of Fig. 4 and can be broken down as follows. The ALU consists of two mutually-exclusive functional blocks, \( f \) and \( g \). First, the control signal \( f/g \) enables either \( f \) or \( g \) functional blocks; in either case the \( R_0 \) operand must always be read and can be assigned to a fixed port \( R_{0,0} \). When \( f \) is selected, the \( R_1 \) operand can be read from switched read port \( R_{2,0} \), but when \( g \) is selected we do not need \( R_{2,0} \) but instead need switched write ports \( W_{2,0} \) and \( W_{2,1} \). Thus, \( f/g \) is also the read/write control signal for the \( P_2 \) group of switched ports. Similarly, the bus has a read/write control signal that directly controls the \( P_1 \) group of switched ports with \( R_{1,0} \) and \( W_{1,0} \).

Thus, Fig. 4 shows two possible implementations of the shared memory: one with all fixed ports on the left, and one with switched ports on the right. This leads to two possible
ways to build the shared memory; we will show that the latter way is more efficient in terms of block RAM usage.

The key idea of our methodology is based on constructing a Data-Flow-Graph (DFG) to describe RAM port dependencies, where vertices represent ports and edges represent data banks. Two types of edges exist: regular (solid) edges for fixed ports, and dashed edges for switchable ports.

The goal is to “cover” all of these edges, and this cover directly describes an implementation using BRAMs. For example, a single regular edge can be covered by a simple dual-port BRAM with 1 fixed write port and 1 fixed read port (1W/1R). However, true dual-port BRAMs have two terminals on each end (2W/2R), and up to 4 edges between them. Thus, up to 4 edges in the graph can be covered by a true dual-port BRAM. The objective is to cover all edges with minimal BRAMs. This forms a set cover problem (SCP) which can be solved using special subgraph patterns to indicate possible covers.

![Fig. 4. Simplified parallel system with shared memory. (left) Multi-ported RAM with fixed ports connection. (right) Multi-switched-ports connection.](image)

**B. Port Assignment and Problem Definition**

The problem input is a list of port requirements. Unlike switched ports, fixed ports are unrelated and operate individually; hence, they can be aggregated into a single port group (as in Fig. 4) named $P_0$. The superset of all port groups, $P$, includes $n_p$ port groups. The first port $P_0$ is a fixed-port and each of the remaining $P_{1} to n_p-1$ are switchable port groups. Each $P_i$ represents an ordered pair with the number of writes $n_{W,i}$ and the number of reads $n_{R,i}$ for this specific port, namely

$$P = \{ P_0, P_1, ..., P_{n_p-1} | P_i = (n_{W,i}, n_{R,i}) \}.$$  \hspace{1cm} (1)

For instance, port requirements for the example in Fig. 4 is

$$P = \{ (1,1), (1,1), (2,1) \}.$$  \hspace{1cm} (2)

Writes and reads in this RAM are indexed by two indices, the first index is the port group index ranging $0 ... n_p-1$, while the second index is the write index within a specific port $i$ ranging $0 ... n_{W,i}-1$, or the read index within a specific port $i$ ranging $0 ... n_{R,i}-1$. The writes group $W$ and the reads group $R$ are defined as

$$W = \{ W_{i,j} | 0 \leq i < n_p, 0 \leq j < n_{W,i} \}$$

$$R = \{ R_{i,j} | 0 \leq i < n_p, 0 \leq j < n_{R,i} \}.$$  \hspace{1cm} (3)

For instance, write and read sets for the example in Fig. 4 are $W = \{ W_{0,0}, W_{1,0}, W_{2,0}, W_{2,1} \}$ and $R = \{ R_{0,0}, R_{1,0}, R_{2,0} \}$, respectively.

The total number of writes and reads is denoted by $n_w$ and $n_r$ (without indices), respectively, namely,

$$n_w = |W| = \sum_{i=0}^{n_p-1} n_{W,i}; \quad n_r = |R| = \sum_{i=0}^{n_p-1} n_{R,i}.$$  \hspace{1cm} (4)

For instance, the example in Fig. 4 consists of 4 writing ports and 3 reading ports in total, hence $n_w = 4$ and $n_r = 3$.

Fig. 5 generalizes the port assignment for the multi-switched-ports RAM. Given these port requirements, and using true dual-ported BRAMs, the objective of our work is to construct the data banks to satisfy the given fixed and switched ports with the fewest BRAMs.

![Fig. 5. Multi-switched-ports RAM port assignment.](image)

**C. Modeling Data Banks with Data-Flow-Graph (DFG)**

An LVT-based multi-ported RAM built using only fixed ports requires every write port to write to a dedicated data bank, allowing concurrent writes. Furthermore, every write-specific bank should be accessible by every read port, allowing all read ports to read data written by any write port. This requirement can be modeled as a complete bipartite graph (complete bigraph).

A bigraph is a graph $G$ consisting of two disjoint sets of vertices, say $U$ and $V$. Each edge in a bigraph connects a vertex from $U$ to another vertex in $V$. A complete bigraph is a special case where every vertex in $U$ is connected to every vertex in $V$, in other words

$$G = (U,V,E | u \cap V = \emptyset, E = \{ \{u,v\} | u \in U, v \in V \}).$$  \hspace{1cm} (5)

To model data bank connectivity, a bigraph DFG is constructed where source vertices are writing ports $U = W$ and sink vertices are reading ports $V = R$. Graph edges connect writes to reads, hence they represent 1W/1R single-dual-port BRAMs. Fig. 6 (left) shows the bigraph of the fixed-port system in Fig. 4 (left).

![Fig. 6. Bigraph DFG representing data banks connectivity of the shared memory in Fig. 4. (left) fixed-ports data banks (right) multi-switched-ports.](image)

Similarly, Fig. 6 (right) shows a bigraph of the switched-port system in Fig. 4 (right). However, the bigraph is slightly different from before; some edges $E_s \subseteq E$ are labeled as switched edges using dashed lines in the figure. Except for
port group $P_0$, which has only fixed ports, the other port groups give rise to switched edges that connect the write vertices to read vertices within the same port group. Formally, the switched edge set is described as follows

$$E_s = \begin{cases} [W_{p,i}R_{p,j} | 1 \leq p < n_p, 0 \leq i < n_{w,p}, 0 \leq j < n_{r,p}] & (6) \end{cases}$$

For instance, in Fig. 6 (right), the switched edges are $E_s = \{W_{1,0}R_{1,0}, W_{2,0}R_{2,0}, W_{2,0}R_{2,1}\}$.

D. Multi-switched-ports DFG Optimization

Using a true dual-ported BRAM gives us the ability to cover several possible subgraphs that appear in a bigraph DFG. Since these subgraphs are also complete bigraphs, we call them biclique patterns, or BPs. All different biclique patterns are described in Table I.

For each BP in Table I, we can identify several specific instances that it can cover within the biclique DFG from Fig. 6 (right). Fig. 7 enumerates all possible BP instances that occur within the original biclique DFG.

Once this full enumeration has occurred, all that is necessary is to select a subset of these BP instances such that all edges in the original biclique DFG are covered. Each BP instance requires a BRAM, so minimizing the number of BP instances in the cover will minimize BRAM usage.

Biclique patterns must cover all the edges in the switched bigraph DFG. However, different BPs may have shared edges. Efficiently covering the bigraph DFG edges is not trivial; simply choosing all largest 2W/2R-BPs may result in inefficient results. Covering the edges of the bigraph DFG is actually equivalent to the set cover problem. The set cover problem is an NP-complete problem [12].

E. Solving the Cover Problem

The set cover problem takes a universe set $U$ and another set $S$ of subsets of $U$ whose union covers $U$ ($\bigcup_{s \in S} s = U$), namely,

$$SCP = \{ U,S | \forall s \in S : s \subseteq U , \bigcup_{s \in S} s = U \} .$$

The objective of the set cover problem is to find a cover of $U$ with the fewest sets from $S$. Let $T \subseteq S$ be such a subset of $S$, therefore the set cover problem objective is,

$$\min_{T \subseteq S} \{|T| \cup t = U \}$$

The bigraph DFG optimization solves a set cover problem where all DFG edges are the universe and all biclique patterns are the covering subsets, namely,

$$SCP = \left \{ U = E,S = F1W1R \cup S1W1R \cup F1W2R \cup S1W2R \cup F2W1R \cup S2W1R \cup F2W2R \cup S2W2R \right \}$$

The set cover problem can be formulated and solved as the following binary linear programming (BLP) problem

\begin{equation}
\begin{split}
\text{minimize } & \sum_{s \in S} x_s \\
\text{subject to } & \sum_{s \in S} x_s \geq 1, \quad \forall U, \\
& x_s \in \{0,1\}, \quad \forall s \in S
\end{split}
\end{equation}

Where $x_s$ is a binary decision variable, indicating whether $s$ is part of the solution or not.

Fig. 7 provides a synthesis example for the bigraph DFG from Fig. 6 (right). A set cover solution uses the highlighted biclique patterns in Fig. 7 (left), producing the final synthesized data bank shown in Fig. 7 (right).

As a comparison, Table II compares solutions for the purely fixed-ports and multi-switched-ports implementations of Fig. 4. For this specific example, the fixed-ports method consumes 12 BRAMs to construct the data banks while the multi-switched-ports method consumes only 8 BRAMs, yielding a 25% BRAM reduction.

![Fig. 7. Synthesis example of the DFG from Fig. 4. (left) All possible biclique patterns; optimal BP’s are highlighted. (right) Synthesized data banks.](image)
TABLE II. BICLQUE PATTERNS AND THEIR ATTRIBUTES

<table>
<thead>
<tr>
<th>Port Assignment</th>
<th>( R_1 )</th>
<th>( R_2 )</th>
<th>( W_1 )</th>
<th>( W_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed-ports</td>
<td>ALU</td>
<td>bus ( r/0 )</td>
<td>ALU</td>
<td>bus ( r/0 )</td>
</tr>
<tr>
<td>Multi-switched-ports</td>
<td>ALU</td>
<td>bus ( r/0 )</td>
<td>ALU</td>
<td>bus ( r/0 )</td>
</tr>
</tbody>
</table>

F. Data Dependencies and Bypassing

Due to the pipelined nature of building a full multi-switched-port RAM, data dependencies due to internal latencies arise naturally. This requires internal forwarding and bypassing to solve these hazards. The full multi-switched-port RAM design consists of the data banks and the I-LVT. The I-LVT itself consists of feedback banks and output extraction banks. For each of these three structures, Table III summarizes the type of bypassing required to produce a correct design that can tolerate certain hazards. Further details are provided below.

The I-LVT-based structure [6] is used to steer the read data out of the multi-switched-ports data banks, however the I-LVT incurs data dependencies due to the feedback functions and the latency of reading the I-LVT to decide about the last written bank [6]. Data dependencies can be handled by employing bypassing, also known as forwarding. Bypassing is necessary since dual-port BRAMs cannot internally forward new data when one port reads and the other port writes the same address on the same clock edge, constituting a read-during-write (RDW) hazard.

Table IV shows two types of bypassing based on write data and address pipelining. Both bypassing techniques are functionally equivalent, allowing reading of the data that is being written on the same clock edge, similar to single register functionality. However, the fully-pipelined two-stage bypassing shown in Table IV (bottom) can overcome an additional cycle latency, namely an additional pipe stage on writing data and address (not shown in the figures). This capability is required if a BRAM has pipelined inputs (e.g., cascaded from another BRAM) that need to be bypassed.

The proposed multi-switched-ports RAM utilizes true-dual-port BRAMs to provide switched port functionality. However, since writing and reading operations in true-dual-port RAMs are exchangeable, the bypassing circuitry requires special handling. As described in Table IV (right), the bypass circuit of the true/true RAM configuration is mirrored compared to the true/simple RAM configuration. Thus, it can bypass written data from any direction. However, the control logic that drives the bypassing mux selectors need to be altered to detect the direction of writing.

The most severe data dependency that I-LVT design [6] suffers from is write-after-write (WAW), namely, writing to the same address that has been written in the previous cycle. This dependency occurs because of the feedback reading and writing latency. A single-stage bypassing for the feedback banks solves this dependency.

Two types of reading hazards are also introduced by the I-LVT design, read-after-write (RAW) and read-during-write (RDW). RAW occurs when the same data that was written in the previous clock edge are read in the current clock edge. RDW occurs when the same data are written and read on the same clock edge.

Due to the latency of the I-LVT, reading from the same address on the next clock edge after writing (RAW) will provide the old data. To read the new data instead, the output extraction banks of the I-LVT should be bypassed by a single-stage bypass to overcome the I-LVT latency.

The deepest bypassing stage is reading new data on the same writing clock edge (RDW), which is similar to a single register stage latency. This can be achieved by 2-stage bypass on the output extraction banks of the I-LVT to allow reading on the same clock edge. The data banks, which are working in parallel with the I-LVT should be bypassed by a single-stage to provide new data.

V. EXPERIMENTAL RESULTS

A. Experimental Framework

The proposed multi-switched-port RAM approach, complete with bypassing, has been fully implemented in parameterized Verilog. For a given design instance, we developed a memory compiler to convert the RAM port assignment into a biclque DFG, enumerate all of the biclque pattern instances in the DFG, and use these to describe a set cover problem instance. The set cover problem is formulated as a Binary Linear Programming (BLP) problem using AMPL (A Mathematical Programming Language) [13], which is an algebraic modeling language used to describe large-scale mathematical optimization problems. The BLP optimization problem is solved using GLPK (GNU Linear Programming Kit) [14], an open source large-scale linear programming solver. Finally, the selected biclque patterns (covers) are used to automatically construct the data banks as described in Table I and shown for example in Fig. 7.

A run-in-batch flow manager has also been developed to simulate and synthesize these designs with various parameters in batch using Altera’s ModelSim and Quartus II. The Verilog modules, the algorithmic scripts and the flow manager are available online as an open source contribution [9][10].
To verify correctness, each design instance is simulated using Altera’s ModelSim. A large variety instances with of different RAM port assignments and design parameters, e.g. bypassing, RAM depth and data width, are swept and simulated in batch, each with over a million random cycles. These multi-switched-port RAM design modules were then compiled with Altera’s Quartus II into Altera’s Stratix V 5SGXEA7N145C1 device [11]. This is a speed grade 1 device with 234k ALMs and 2560 M20K blocks.

B. Methodology

The proposed multi-switched-port RAM design process is generic and can support any number of fixed and heterogeneous switched ports. This number all previous multiport-RAM methods are actually special cases of this new proposed method. For benchmarking purposes, we take a number of design instances, and for each one we find a multi-switched-port RAM using our new method. We then need to generate comparative results using multiport RAM designed with fixed ports [6], with true ports [7], and with a single switched port [8].

Then, we can compare results against the older fixed-port method [6] using the same tooling. By treating switched ports as fixed ports, we thereby place all read and write ports into the first port group \( P_0 \) (the fixed port). This generates a fixed-port solution that satisfies the same design instance requirements.

To compare against using the true-ports method [7], we must avoid using the fixed port group \( P_0 \). Instead, as described in Table V, each fixed port must be mapped into a true port (with a fixed \( R/W \) control), hence \( n_{W,0} + n_{R,0} \) true ports are required to implement the fixed ports. In addition, every read and write pair in a switched port can be mapped into a single true port, hence, max\( (n_{W,0}, n_{R,0}) \) true ports are required to implement a switched port group \( P_i \). In total, the number of the required true ports is

\[
\eta_t = n_{W,0} + n_{R,0} + \sum_{i=1}^{m-1} \max(n_{W,i}, n_{R,i}).
\]

(11)

For example, the system in Fig. 4 can be implemented using \( \eta_t = 5 \) true ports.

To compare against the single-switched-port method [8], the largest switched port (say \( P_m \)) is chosen to be implemented as the single-switched port, and all the other ports are implemented using fixed ports. This becomes

\[
P = \{ P_0 = (n_{W,0} - n_{W,m}, n_{R,0} - n_{R,m}), P_1 = (n_{W,m}, n_{R,m}) \}.
\]

(12)

where \( m \) is the index of the switched-port with the maximum writes and reads,

\[
1 \leq m < n_p \left| n_{W,m} + n_{R,m} = \max_{1 \leq \text{port}} (n_{W,0} + n_{R,0}) \right|
\]

(13)

C. Test Cases

A number of random multi-switched-ports test-cases are listed in Table VI. Ten random test cases, TC1 to TC10, have been generated for illustrative purposes; real cases are difficult to extract from applications without a precise understanding of their use of multi-port RAMs and how their FSMs specify (possibly mutually exclusive cases of) read/write behaviour. While our method can synthesize any number ports, the test-cases are limited to 8 switched ports to avoid accidentally exceeding device resources. These random test-cases use 4 to 8 switched ports, where each switched port has 1 to 4 writes or reads. For each test case, we specify a multi-port RAM that the multi-switched ports approach proposed in this paper. In addition, we show other multi-port RAM designs with fixed ports [6], true ports [7], and a single switched-port [8] that address the same requirements.

### TABLE III. BYPASSING OF MULTI-SWITCHED-PORTS

<table>
<thead>
<tr>
<th>Allow</th>
<th>WAW</th>
<th>New Data</th>
<th>RAW</th>
<th>New Data</th>
<th>RW</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>1-stage</td>
<td>None</td>
<td>1-stage</td>
<td>1-stage</td>
<td>2-stage</td>
</tr>
</tbody>
</table>

### TABLE IV. SINGLE-STATE AND TWO-STATE BRAM BYPASSING

<table>
<thead>
<tr>
<th>Simple/Complex Configuration</th>
<th>True/Complex Configuration</th>
<th>True/True Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Diagram" /></td>
<td><img src="image2.png" alt="Diagram" /></td>
<td><img src="image3.png" alt="Diagram" /></td>
</tr>
</tbody>
</table>

### TABLE V. MULTI-SWITCHED-PORTS CONVERSION (EXAMPLE FROM FIG. 4)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>P0 Fixed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Table VII lists the experimental results of the ten random test-cases defined in Table VI, implemented using the four design styles. All synthesized test-cases have one byte of data width and 8k-lines in depth, new-data-RAW bypassing and use a binary-coded I-LVT [6]. BRAM consumption, ALMs and Fmax are given directly in the table. Table VIII lists the change percentage in these parameters compared to our proposed method. Compared to the single-switched-port [8] and the fixed-port [6] methods, ALM consumption and Fmax are similar while BRAM consumption reduced by 18% on average. On the other hand, comparing our proposed method to the true-ports method shows a 42% BRAM reduction, 53% fewer ALMs, and 15% higher Fmax.

<table>
<thead>
<tr>
<th>TABLE VI. HETEROGENEOUS MULTI-PORTED RAM TESTCASES</th>
</tr>
</thead>
<tbody>
<tr>
<td>case</td>
</tr>
<tr>
<td>TCI 1</td>
</tr>
<tr>
<td>TCI 2</td>
</tr>
<tr>
<td>TCI 3</td>
</tr>
<tr>
<td>TCI 4</td>
</tr>
<tr>
<td>TCI 5</td>
</tr>
<tr>
<td>TCI 6</td>
</tr>
<tr>
<td>TCI 7</td>
</tr>
<tr>
<td>TCI 8</td>
</tr>
<tr>
<td>TCI 9</td>
</tr>
<tr>
<td>TCI 10</td>
</tr>
</tbody>
</table>

TABLE VII. EXPERIMENTAL RESULTS

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>BRAM</td>
<td>ALM</td>
<td>ALM</td>
<td>ALM</td>
<td>ALM</td>
</tr>
<tr>
<td>TCI 1</td>
<td>126.0</td>
<td>284.2</td>
<td>284.2</td>
<td>284.2</td>
</tr>
<tr>
<td>TCI 2</td>
<td>126.0</td>
<td>284.2</td>
<td>284.2</td>
<td>284.2</td>
</tr>
<tr>
<td>TCI 3</td>
<td>126.0</td>
<td>284.2</td>
<td>284.2</td>
<td>284.2</td>
</tr>
<tr>
<td>TCI 4</td>
<td>126.0</td>
<td>284.2</td>
<td>284.2</td>
<td>284.2</td>
</tr>
<tr>
<td>TCI 5</td>
<td>126.0</td>
<td>284.2</td>
<td>284.2</td>
<td>284.2</td>
</tr>
<tr>
<td>TCI 6</td>
<td>126.0</td>
<td>284.2</td>
<td>284.2</td>
<td>284.2</td>
</tr>
<tr>
<td>TCI 7</td>
<td>126.0</td>
<td>284.2</td>
<td>284.2</td>
<td>284.2</td>
</tr>
<tr>
<td>TCI 8</td>
<td>126.0</td>
<td>284.2</td>
<td>284.2</td>
<td>284.2</td>
</tr>
<tr>
<td>TCI 9</td>
<td>126.0</td>
<td>284.2</td>
<td>284.2</td>
<td>284.2</td>
</tr>
<tr>
<td>TCI 10</td>
<td>126.0</td>
<td>284.2</td>
<td>284.2</td>
<td>284.2</td>
</tr>
</tbody>
</table>

TABLE VIII. RESULTS COMPARISON

<table>
<thead>
<tr>
<th>Test-case</th>
<th>BRAM Reduction compared to</th>
<th>BRAM Reduction compared to</th>
<th>True[7]</th>
<th>Fixed[7]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALM</td>
<td>ALM</td>
<td>ALM</td>
<td>ALM</td>
<td></td>
</tr>
<tr>
<td>TCI 1</td>
<td>22%</td>
<td>12%</td>
<td>12%</td>
<td>12%</td>
</tr>
<tr>
<td>TCI 2</td>
<td>21%</td>
<td>11%</td>
<td>11%</td>
<td>11%</td>
</tr>
<tr>
<td>TCI 3</td>
<td>18%</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>TCI 4</td>
<td>15%</td>
<td>8%</td>
<td>8%</td>
<td>8%</td>
</tr>
<tr>
<td>TCI 5</td>
<td>14%</td>
<td>7%</td>
<td>7%</td>
<td>7%</td>
</tr>
<tr>
<td>TCI 6</td>
<td>14%</td>
<td>7%</td>
<td>7%</td>
<td>7%</td>
</tr>
<tr>
<td>TCI 7</td>
<td>14%</td>
<td>7%</td>
<td>7%</td>
<td>7%</td>
</tr>
<tr>
<td>TCI 8</td>
<td>14%</td>
<td>7%</td>
<td>7%</td>
<td>7%</td>
</tr>
<tr>
<td>TCI 9</td>
<td>14%</td>
<td>7%</td>
<td>7%</td>
<td>7%</td>
</tr>
<tr>
<td>TCI 10</td>
<td>14%</td>
<td>7%</td>
<td>7%</td>
<td>7%</td>
</tr>
</tbody>
</table>

VI. CONCLUSIONS

In this paper, we propose a new idea of having multiple switched ports in multi-ported RAM design. This method requires a memory compiler to create a specific design instance, and solving a set cover problem to optimize its implementation. Our CAD approach always finds a minimal implementation for all of our test cases, but there is opportunity for further CAD research to improve run-time while still being optimal. On average out of 10 random test-cases, the suggested multi-switched-ports method reduces BRAM use by 18% compared to the best of previous methods, while maintaining ALM count and Fmax. Future research may address the RAM port assignment problem to more complex cases where there are more than two states governing memory port usage.
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